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INTRODUCTION

To promote direct investigations of cosmic rays
(CRs) in the high-energy region, a new approach to tak-
ing energy measurements—the kinematic lightweight
energy meter (KLEM) technique—was proposed in [1,
2]. The idea of this technique is to measure the energy
of a primary particle from the energy distribution of a
flux of secondary particles produced in a thin target in
the first act of inelastic interaction and multiplied in a
tungsten converter. This technique offers a chance to
design instruments for scientific studies such that their
mass is relatively low while their luminosity is high and
to carry out direct investigations of high-energy CRs in
the range of 

 

10

 

14

 

–10

 

15

 

 eV. Based on the KLEM tech-
nique, a project of the NUCLEON space experiment
aimed at studying the CRs in the region below the
“knee” in the energy range of 

 

10

 

12

 

–10

 

15

 

 eV has been
proposed. In the most interesting subrange of 

 

10

 

13

 

–
10

 

15

 

 eV, the data available today are inconsistent and
their statistical accuracy is insufficient.
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THE KLEM TECHNIQUE AND OBJECTIVES
OF THE EXPERIMENT ON THE ACCELERATOR

Our approach for determining the energy of CR par-
ticles is essentially a combination of a technique for
measuring the kinematic characteristics, which are sen-
sitive to the Lorentz factor of a primary particle, and a
thin calorimeter for measuring the energy converted
into an electron–photon component.

The ordinary kinematic technique is based on mea-
suring the fly-off angles of secondary particles pro-
duced in an act of inelastic interaction between a parti-
cle and an atomic nucleus in a target. In this case,
Lorentz factor of the incident particle (which is directly
related to particle energy 

 

E

 

 and mass 

 

m

 

) 
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m

 

 is
defined as the mean logarithm of the tangent of exit
angles 

 

θ

 

i

 

 for all secondary particles: 
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. From this formula, it is apparent that the
mean exit angle of secondary particles decreases with
increasing energy and, therefore, the cascade becomes
“narrower.”

Instead of reconstructing the tracks of individual
particles in the event under investigation, the KLEM
technique implies measuring the spatial distribution of
the density of secondary particles using microstrip
detectors with a spatial resolution of 100–500 

 

µ

 

m. The
detectors are placed at distance 

 

H

 

 from the target,
where the primary interaction vertex is located. The

θtan
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Abstract

 

—A technique for determining the energy of primary cosmic rays in the range of 

 

10

 

12

 

–10

 

15

 

 eV has
been developed. The idea behind this technique consists in measuring the spatial flux density of secondary par-
ticles produced in the first act of inelastic nuclear interaction inside a target and passed through a thin converter
layer in which the electromagnetic component (photons from decays of neutral pions) is multiplied. This tech-
nique has been developed by generalizing the well-known Castagnoli method (for measuring the angular char-
acteristics of tracks of secondary particles produced in the first act of inelastic nuclear interaction inside a tar-
get), and its application offers a chance to design instruments for scientific studies such that their mass is rela-
tively low while their luminosity is high. It is proposed to use this technique in a satellite-based NUCLEON
experiment. The technique has been tested on charged particle beams of the SPS accelerator at CERN. Results
of these tests confirm that, using this method, it is possible to measure the particle energy and, therefore, per-
form an orbital scientific experiment with the proposed equipment.
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spatial distribution is characterized by parameter 

 

S

 

(

 

E

 

) =

/2

 

, which is sensitive both to the exit angles
of particles and to their multiplicity. For the actual

experiment, this parameter is 

 

S

 

 = 

 

N

 

i

 

,
where 

 

X

 

i

 

 is the distance from the strip to the shower
axis, 

 

N

 

i

 

 is the total ionization loss proportional to the
number of single-charged particles that hit the strip, and

 

H

 

 is the distance from the target’s center to the plane of
the detectors.

The practical applicability of the proposed tech-
nique was estimated using the results of large-scale
simulation [1] employing the GEANT 3.21 software
package [3] complemented by the QGSJET nuclear
interaction generator [4, 5], which provided a means to
describe high-energy hadron–nucleus and nucleus–
nucleus interactions. Different variants for the structure
of the spectrometer operating according to the KLEM
technique in a wide energy range were investigated.

Simulation showed that, when the KLEM technique
is used, the energy dependence obeys power law 

 

S

 

 ~ 

 

E

 

β

 

over a wide range of energies (

 

10

 

11

 

–10

 

16

 

 eV) for all
nuclei with 

 

Z

 

 = 1–30, index of power 

 

β

 

 being 0.74–
0.82. The error in determining individual particle
energy 

 

E

 

 is rather high, 

 

σ

 

(

 

E

 

) ~ 0.7–0.9

 

. However, as
was shown in [1], this error in measuring the descend-
ing CR spectrum (

 

F

 

(

 

E

 

) ~ 

 

E

 

–2.7

 

) is considerably lower
(

 

~50%

 

); therefore, this method can be used to measure
the power spectrum of particles in the desired energy
range.

This method provides a means to create an experi-
mental setup with a relatively low mass and a high
luminosity, which opens prospects for developing an
orbital spectrometer with a long exposure time and car-
rying our investigations of CRs over a wide range of
energies according to a unified technique.

To solve this physical problem, it is necessary that
the particle charge and angle of incidence be measured,
i.e., the particle trajectory in the chamber be recon-
structed. In this case, the task is to distinguish a useful
event—a particle with a threshold energy of 1 TeV that
is of interest for us—from low-energy and out-of-aper-
ture background events. All this requires careful testing
of experimental procedures on extracted hadron and
nuclear beams of the SPS accelerator at CERN. For the
first time, the method was tested on an extracted pion
beam in 2002 and demonstrated the feasibility of such
an experiment [2].

In 2005, an additional experiment was conducted on
the extracted pion beam with energies of 100–350 GeV.

The main objectives of the experiment on the accel-
erator were as follows:

(1) developing a procedure for calibrating the chan-
nels of the microstrip detectors;

(2) analyzing the accuracy of reconstructing the
shower axis in the setup;

θitanln
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2H/Xi( )ln
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Fig. 1.

 

 Configurations of the setup prototypes adapted for
performing different tasks of the experiment on the beam:
(a) calibrating the channel, (b) testing the prototype that
reproduces the configuration of the actual instrument (for
investigating the accuracy of energy reconstruction) to the
maximum extent, (c) localizing the first inelastic scattering,
(d) for investigating the influence of the reverse current on
the instrument, and (e) for studying angular events;
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) charge-measuring system, (
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) tungsten con-
verter, (
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) microstrip detectors, (
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counters of the T2-H2 channel, and (
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of the trigger scintillation detectors.
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(3) localizing the point of the first inelastic interac-
tion;

(4) examining the energy reconstruction accuracy at
different energies and incident angles and comparing it
to the results of simulation; and

(5) investigating the trigger scintillation detectors.
The problem of accuracy in determining the particle

charge was considered in [6].

PROTOTYPE OF THE NUCLEON SETUP

An experimental setup prototype has been devel-
oped such that the location of its components can be
changed according to the objectives of each particular
experiment. Figure 1 shows the configurations of the
setup prototype that permit the performance of the
above tasks. In the diagrams, we present the disposition
of the trigger system.

The prototype of the setup contains charge-measur-
ing system 1, a system of microstrip silicon detectors 4,
and a fast trigger system based on scintillation counters
S1–S3. A primary particle suffers nuclear interaction
inside carbon target 2 1–10 cm thick, producing sec-
ondary charged particles (mostly π+ and π–) and pho-
tons (from π0 and η-meson decays). At some distance
from the target there is tungsten layer 3 of changeable
thickness, which converts photons into electron–
positron pairs. A system of microstrip detectors, capa-
ble of measuring the distribution density of secondary
charged particles, is located immediately behind the
converter.

The charge-measuring system is composed of four
arrays of silicon detectors, each of which is divided into
separate pads. Information on the incident particle
charge is independently collected from each array, thus
providing a higher accuracy of measurements than is

VA-1 VA-1 VA-1 VA-1

VA-1 VA-1 VA-1 VA-1

512 channels

512 channels

Silicon
microstrip
detector

CSA

AM

ADC 1

ADC 2

IBM
PC
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D
&

Trigger
Control

PS
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CSA

CSA SD

SD

PS

SHC

Fig. 2. Diagram of the electronic system of the setup: (D) discriminator, (PS) pulse shaper, (CSA) charge-sensitive amplifier,
(SD) silicon detector, (AM) analog memory, and (SHC) sample-and-hold circuit.
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achieved with a single array. The other destination of
the charge-measuring system is to generate a trigger
signal for the coordinate-measuring system, which is
done using a coincidence circuit.

Four detector arrays of the charge-measuring sys-
tem are enclosed in a common metal light-proof case
having a thin window in the path of the beam; the sep-
aration between the arrays is 5 mm. A system of fasten-
ers connects the case with the detectors to the bearing
surface of the metal base on which a board with a reader
is installed. The base with the reader and the detector
unit is fixed on the bed in a movable mount of the dove-
tail type, which allows the unit to move in a horizontal
direction in a plane perpendicular to the beam axis.

The microstrip detectors and the reader are mounted
on a common board and housed in a case with windows
covered by aluminum foil.

A supply voltage changer module, control signal
splitter boards, and a switching unit are mounted on a
separate base.

The signals from the charge-measuring unit and the
system of microstrip detectors are converted into digital
codes using two two-channel serial 12-bit ADCs built
into an IBM PC-compatible computer and a special
data acquisition program.

CHARACTERISTICS OF THE TEST BEAM
IN THE SPS T2-H2 CHANNEL (CERN)

The T2-H2 channel of the SPS accelerator at CERN
is a test channel; it is primarily used to test equipment
of experimental facilities developed for the future LHC
accelerator, as well as prototypes of other detectors, in
particular, for astrophysical experiments. The versatil-
ity of the channel stems from the diversity of its beams:
a negative pion beam with energies in the range of 150–
350 GeV, an intensity as great as 106–107 particles/s,
and a spill duration of ~1.6 s during slow extraction;
proton and positive pion beams with the same parame-
ters; and an electron beam with energies of 100–
300 GeV. The NUCLEON equipment was mainly
tested on a negative pion beam, which was the purest.
The equipment tested in this run was incapable of oper-
ating at intensities greater than ~2 × 103 particles/spill.

DESCRIPTION OF THE DETECTORS
AND THE DATA READOUT ELECTRONICS

The microstrip detector is produced from high-resis-
tance n-type silicon 300 µm thick and contains 1024
strips separated by 50 µm. The dimensions of the sen-
sitive zone are 51 × 50 mm. Each detector channel is
connected to its own readout input. The charge detector
is produced from high-resistance p-type silicon 400 µm
thick and has an area of 10 cm2. The setup contains four
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successive detectors, two of which are used to produce
a trigger pulse for the data readout system. The four
detectors act as a charge-measuring system, for which
each detector has two measuring channels with differ-
ent gains, as well as a fast trigger channel. Each of the
three strip detector arrays contains one detector and
eight 128-channel VA-1 chips (Viking) [7] used to read
information out of each of 1024 strips. Each channel
has a charge-sensitive preamplifier, a pulse shaper, a
sample-and-hold circuit, and an analog switch. The dia-
gram of the electronic system is shown in Fig. 2.

To produce a trigger, the detector signals were
passed through the discriminator–shapers and fed into
an AND/OR logic circuit. A trigger was generated
when the signals arrived from both detectors. The
thresholds of the trigger pulse generators were set at a
level corresponding to one minimum ionizing particle
(MIP). At a threshold as low as this, particles passing
without interaction were detected, along with nuclear

interactions; they were rejected during subsequent pro-
cessing. Noninteracting particles were used to calibrate
the electronic system and determine the beam profile.

SCINTILLATION TRIGGER SYSTEM

As noted above, the trigger system of the
NUCLEON experiment is expected to have two levels
and be capable of detecting both useful and background
events. The destination of this system is to process
recorded events in order to select useful data and reject
background out-of-aperture events and events with a
low energy of a primary particle.

The trigger system consists of three double-sided
planes of scintillation strips with single- and multichan-
nel photomultiplier tubes (PMTs) used as photodetec-
tors. The trigger planes are located behind the target, in
front of the converter, and behind it. The trigger of the
first level is generated within 50–70 ns if the signal
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amplitudes in the trigger planes exceed predetermined
threshold values. The trigger of the second level is pro-
duced upon analyzing the signal amplitudes from indi-
vidual scintillation strips.

Taking into account that the CR flux in the energy
range of 1012–1015 eV varies by several orders of mag-
nitude, the thresholds in the first-level trigger can be
adjusted to increase the efficiency of selection of rare
events at the upper point of the energy range. In addi-
tion, the thresholds in the trigger are also governed by
the available volume of information that can be trans-
mitted to the Earth, in combination with the possibility
of preliminarily filtering the experimental data in an
onboard computer.

Four prototypes of multistrip scintillation planes
with single-channel R-1355 Hamamatsu PMTs were
selected for the high-energy beam tests. Three planes

had dimensions of 150 × 150 mm and consisted of 16
strips with a cross section of 10 × 5 mm2, and the fourth
plane had dimensions of 360 × 360 mm and strips with
a cross section of 7.5 × 5.0 mm2. The WLS fibers from
all strips were combined together and brought out to the
photocathodes of each plane’s PMTs, so that each the
PMTs received a light signal proportional to the total
energy deposited in the corresponding plane.

During testing, data were acquired for different vari-
ants of the setup configuration and beam parameters.
As an example, Fig. 3 shows the distribution of the sig-
nal amplitudes from the four planes of the trigger detec-
tors, measured on a 350-GeV pion beam without a tar-
get and a converter being installed. Plane SP1 and scin-
tillation counter S3 were involved in the trigger system.
Based on the test results, we can draw the conclusion
that the scintillation planes reliably detect MIPs corre-
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Fig. 5. Profile of the 200-GeV π– beam obtained in (a) the first and (b) second planes of the strip detectors.
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sponding to the lower limit of thresholds in the first-
level trigger and in the mode of trigger system calibra-
tion during data acquisition in orbit. The value of the
signal amplitude due to an MIP is needed for data anal-
ysis.

Analyzing the obtained data, one can estimate the
detection efficiencies of planes SP2 and SP3, which are
98.32 and 100%, respectively.

The range of pion energies attainable in the test
(200–350 GeV) proved to be too small to make an
unambiguous inference about the efficiency of event
selection by the signal amplitude proportional to the
multiplicity. An indirect assessment of the cutoff
threshold amplitude can be obtained from comparison
to the corresponding distributions (Fig. 4) for a 10-cm-
thick carbon target and a 3.5-cm-thick tungsten con-
verter.

SILICON DETECTORS: 
RESULTS OF THEIR TESTING

AND SIMULATION

The main objective of the experimental data pro-
cessing was to determine whether the prototype of the
setup was capable of fulfilling its tasks and whether it
was possible, by analyzing its performance, to predict
the characteristics of the actual instrument.

To analyze the measured spatial distribution of sec-
ondary particles, it is important to know how the pri-
mary particles are distributed in the beam and which
strips are inoperative. The beam profile obtained in two
planes of the strip detector system is shown in Fig. 5.
Sharp peaks and dips in the histogram can be attributed
to the presence of inoperative strips and to noise
induced by the switch during its changeover. After the
inoperative strips and noisy channels are excluded from
the statistics, one obtains the actual pattern of the spa-
tial distribution of particles in the beam. It is apparent
that a larger portion of the beam intensity in both planes
corresponds to the fifth to seventh chips; therefore, their
characteristics are most essential for further processing.

When converting from the signal amplitude to the
number of secondary particles per strip, it is necessary
that signal amplitude from minimum-ionizing particles
MIP in the strip detectors be determined beforehand.
However, the presence of a great number of channels
(in particular, inoperative channels) makes determina-
tion of MIP difficult. The amplitude distributions for
five operative chips of the first microstrip plane are pre-
sented in Fig. 6, and similar distributions for seven
operative chips of the second plane are shown in Fig. 7.
From the plots, it is apparent that the signals from the
detector chips located at the center of the beam with an
amplitude equal to MIP are clearly distinguishable
against the background noise and their values are 120–
140 ADC samples in the first plane and ~90 samples in
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Fig. 6. Amplitude distributions of data from five operating
chips of the first microstrip plane: chip nos. (a) 4, (b) 5,
(c) 6, (d) 7, and (e) 8. The energy of the π– beam was
350 GeV.
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the second plane, depending on the chip number. From
this point on, when analyzing data from all operative
chips of the first plane, the MIP value is assumed to be
120; for the second plane, it is equal to 90. This is a
good approximation for further processing.

The MIP value was also determined to check the
charge-measuring system. The amplitude distribution
of signals from the second channel of the charge-mea-
suring system is shown in Fig. 8. From the histogram,
it is evident that the mean value of MIP for this channel
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(e) 6, (f) 7, and (g) 8. The energy of the π– beam was 350 GeV.
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is 60 ADC samples. The presence of peaks correspond-
ing to two MIPs or more is explained by simultaneous
passage (with a certain probability) of at least two par-
ticles through the detector plane.

As the experimental data were processed, the exper-
iment was simulated using the GEANT 3.21 software
package [3]. The ionization loss in each strip was deter-
mined during simulation. However, since the parame-
ters of the electronic noise of the equipment were a pri-
ori unknown, they were taken into account during pro-
cessing.

The earlier analysis revealed the necessity of local-
izing the primary interaction point in order to sort
events by the point of the first inelastic interaction (in
the target or in the converter) [1]. In the actual setup,
this will be done by a separate detector. Among the con-
figurations of the equipment used in the experiment, the
one depicted in Fig. 1b is best suited to perform this
task. In this variant of the setup, one of the silicon
microstrip detectors is located between the target and
the converter. Since this variant most closely approxi-
mates the actual equipment, it is considered to be the
basic one.

Analysis of data obtained in the course of the exper-
iment is hampered by a number of factors: the perfor-
mance quality of the electronic system, the presence of
inoperative strips, and the escape of some particles
from the microstrip detectors when the beam is incident
on the peripheral region of the setup. Therefore, to
select events by the first interaction point and recon-
struct the primary energy, the cascade axis must be
localized in a transverse plane. Under conditions of a

1000

0 100 200 300
 Amplitude, arb. units
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Fig. 8. Amplitude distributions of data from the second channel of the charge-measuring system (π–, 350 GeV).
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Fig. 9. Spatial distributions of the ionization behind the
10.5-mm-thick tungsten converter for primary pions with
energies of (a) 350 and (b) 200 GeV. The experimental data
and results of simulation are shown with solid and dashed
lines, respectively.
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developed cascade, this axis can easily be localized
with a sufficient accuracy, whereas localization at the
initial stage requires that a number of problems be
taken into account. First, the particles are few in num-
ber, and their spatial distribution fluctuates appreciably.
Second, the reverse current background is superim-
posed on the signals due to these particles. Third, the
electronic noise of the equipment produces additional
fluctuations.

The method for determining the energy by the spa-
tial density of secondary particles involves, apart from
measuring the density itself, determination of the cas-
cade axis with a high accuracy, which turned out to be
a difficult task due to the above causes.

A search for a maximum ionization loss in a band of
256 strips was assumed to be the basis for the localiza-
tion algorithm. Then, the weighted average value of the
ionization distribution in the selected band was calcu-
lated. The presence of inoperative strips was allowed
for when applying the developed algorithm to the sim-
ulation data. Simulation of inoperative strips allowed us
to take into account the dependence of the accuracy in
reconstructing the cascade axis on the particle hit point.
When the axis fell into the region with a great number
of inoperative strips, this event was excluded from con-
sideration.

Further analysis of both the results of simulation and
the experimental data required that the values of ioniza-
tion per strip be converted into the particle density. The
averaged spatial distributions of the particle density
were measured using the microstrip detector located
past the converter. These distributions obtained for the

variant of the setup corresponding to Fig. 1b are shown
in Fig. 9. The axis was drawn toward the center of the
array in accordance with the described algorithm. It is
apparent that simulation reproduces the experimental
spatial distribution of secondary particles in the variant
of configuration approximating the actual setup.

The correspondence of the calculated spatial distri-
bution of particles to the experimental curve confirms
proper selection of the simulation process and the pro-
cedures for calibrating the channels against the MIP
value, finding the shower axis, and measuring the den-
sity of particles that hit the strip detectors. A good
agreement is observed at different thicknesses of the
target and the converter.

The procedure for reconstructing the particle energy
comprises the algorithms for obtaining the theoretical
calibration dependence of parameter 〈S(E)〉, approxi-
mating it by power dependence 〈S〉 ~ Eβ, determining
parameter β, and ascribing measured energy Erec = aS1/β

to each particle. To obtain the calibration dependence
(for the variant closest the actual geometry of the exper-
iment with a tungsten converter 10.5 mm thick), data-
banks of simulated events were acquired for beam ener-
gies of 100, 200, 350, and 700 GeV using the GEANT
3.21 program. Based on these data, the calibration
dependences of the mean value of parameter 〈S(E)〉
were plotted and the index of power was found to be
β = 0.75. Unfortunately, we succeeded in marking only
one point 〈S〉 on this dependence at an energy of
350 GeV for this variant of geometry; nevertheless, it
coincided with the theoretical point (see Fig. 10). Using
this calibration dependence, reconstructed value of

103
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104

E, GeV

〈S〉

1
2

Fig. 10. Calibration curve 〈S(E)〉 (the tungsten converter
was 10.5 mm thick, and the primary particles were pions):
(1) experiment and (2) simulation. A dashed line also pre-
sents the simulation results.
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Fig. 11. Distribution in the reconstructed energy (the tungsten
converter was 10.5 mm thick, and the primary particles were
350-GeV pions). The solid line presents the experimental
data (〈Erec〉 = 334 GeV, σ = 0.79), and the dashed line shows
the simulation results (〈Erec〉 = 350 GeV, σ = 0.78). 
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energy Erec = aS1/β was assigned to each particle and
distributions  were plotted. The distribu-
tions in the reconstructed energy for a primary pion
with an energy of 350 GeV are shown in Fig. 11. The
mean energy measured using this technique is 〈Erec〉 =
334 GeV, and the rms deviation is σ = 0.79; from the
simulation results, we have 〈Erec〉 = 350 GeV and σ =
0.78. Since the shape of the distribution is highly sensi-
tive to the type of the calibration dependence, the agree-
ment between the measured distribution and the results
of simulation indicates that the selected technique is
suitable not only for 350 GeV, but for the other energies
as well.

CONCLUSIONS

The testing of the particle energy determination
technique on the accelerated particle beams with prede-
termined energies has confirmed the validity of the
energy reconstruction algorithm and the efficient oper-
ation of the experimental setup prototype. The test
results have demonstrated the feasibility of performing
an orbital experiment with the proposed equipment.
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